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Abstract. Federated Learning (FL) works in distributed manner and hence it is best suitable for an IoT environment. Large numbers of heterogeneous devices are distributed in a random fashion in an IoT environment. These devices are smart enough to collect the data and to perform the actuation. The intelligent devices are smallest unit in an IoT environment. Each device reflects the working methodology of an IoT application under an IoT environment. In order to provide some insights to these devices the AI methods are used. AI uses the machine learning approach to solve the existing problems in an IoT environment. Although ML is a full proof solution of an automated system, it lacks applicability in an IoT environment because of its centralized nature. As IoT devices are highly distributed, it needs a distributed approach of problem solving. FL is the solution. In this chapter, the authors will discuss about possible applicability of distributed learning approach for IoT devices, security challenges and possible countermeasure.
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1   Introduction

A device in an IoT environment can be seen as its building block. A device can be a single sensor or can be made by using more than one sensors in a strategic manner. These are the entry point of data or instruction from outside world into an IoT environment. The sensors senses its periphery and read the required information at a regular interval. This collected information has its own value and no device wants to share its data to other devices without any deal. Also, devices uses a mechanism to store only useful information and delete maximum of the sensed data because of un-usability. Federated learning enable the devices with such a mechanism by which they can perform learning at their own. Earlier, the devices had to send their data to the central processing system in order to get the learning outcome. Since learning is necessary for the end devices to make themselves compatible with the current global trends. Hence, it will be necessary for the devices to either share their data or perform the learning on their own[1][2]
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Although the devices in an IoT environment are intelligent enough to take decisions by themselves. Yet, a mechanism is required to update them about the new intelligent behavior. The applications under an IoT environment are highly dynamic in nature. This leads to the different information needs at different times. The devices in an IoT environment are highly constrained. Hence, they cannot be injected with many algorithms at the same time. The only possibility for a smooth functioning is to replace the old algorithm with the new one. All the participating devices needs to be in-line so that they can get the same update. Data protection and bandwidth utilization are the main concern with the constrained devices. The FL guarantees the protection the data of individual devices[5].

In FL, there is no need to share ones data to the global platform. Hence, data will be within the devices only so the devices need not to worry about the misuse of their data. Also, only the gradient estimate is shared to the central authority, so the bandwidth utilization can also be improved. A new mechanism is required to enable the FL into the constrained devices. The frequency of local gradient estimate remains the open question here. There may be three possibilities to send the gradient estimate to the computing authority. The first approach is to send the gradient estimate at a predefined regular interval, second is to send the gradient estimate only when there will be any change in it, and third approach says that send the gradient estimate as and when asked by the computing authority[6].

As the learning is an integrated behavior in the federated setting, the second approach of information transfer will be most suitable here. This will also reduce the number of communication needed. Suppose there are 100 devices participating in an update. Suppose a global update is received recently. The next update will only be required when there will be prominent changes in the behavior of maximum of users occur. If, after some time, 50 devices send a changed gradient estimate, then on the basis of these estimations and assuming another 50 inputs as previous, the global computing model will compute the next global update. The only mechanism will be required to fix the threshold for the next update[7]
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In this chapter, the authors will discuss some of the applications of the federated learning along with challenges, threats and their countermeasures. The details about IoT devices is presented in section 2. Section 3 talks about federated learning environment. The connection establishment between the constrained devices under a federated environment of learning is discussed in section 4. The importance of actor programing is discussed in section 5. Section 6 shows some challenges that comes in the way of implementation of federated learning for an IoT device. The threats and their possible countermeasure is shown in section 7. The authors concluded their findings in section 8.
2   IoT Devices
The devices in an IoT environment are highly constrained. These are having very limited power as they works only with installed battery capacity. There is no source of constant power supply and also there is no way to charge the batteries of maximum of devices under an IoT environment. Hence, the mechanism used in the devices should take as minimum power as possible to make them long lasting. The storage capacity of a device under an IoT environment are extremely limited. They can only store a small size program to perform a specific task. They cannot even store the intermediate results of a computation. Hence, the programmers should take care about the storage requirement while writing a program for an IoT device. The devices in an IoT environment are embedded with a tiny operating system for small computation. They can only perform computation on a pre-defined instruction set. There is no way to perform some other computation or some extra computation by them. The transmission range and speed of transmission are also very limited for these devices. So, an environment needs very large number of IoT devices in order to perform well[9]
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The above discussed constraints make an IoT device not suitable for centralized learning. In a centralize fashion of learning, the devices have to send their sensed data to the central server all over the time. This soaks the battery power of the devices at a much faster pace because the devices needs to be active all the time. The power used in transmission is very high in comparison to the internal computation. So, it will take lesser energy to average the inputs of say 10 measurements rather than sending all the ten measurements to the central authority. The concept of federated learning best suits here. It talks about averaging of several inputs. Also there is no need to send the sensed data in federated learning makes it suitable for an IoT device. In federated learning the devices have to send only gradient estimate of their measurements.

Suppose that a device takes ‘N’ measurements over the time. The device will not send its data to anywhere rather it will perform averaging of the data and estimate its gradient for several period of time.
Davg = (D1 + D2 + …. + Dn)/n.

This will reduce the number of communication required. Also, the data protection of the devices will be preserved. Suppose there are ‘M’ number of devices taking the measurement of same parameter form different events/locations. Each device will perform averaging separately and then forward to central computing authority whether in parallel or in serial manner.

Suppose device 1 performs averaging and then send its gradient estimate to device 2, device 2 then performs averaging and then send its gradient estimate to device 3, device 3 then do the same, and in this order the server will get a cumulative gradient estimate from every device in a chained fashion. This is called the vertical federated learning (VFL). The gradient estimate from one device to another is sent in a protected manner. This can be visualized by block-chaining. The two cryptographic hash properties needs to be followed; forward secrecy and backward secrecy. In horizontal federated learning (HFL), individual devices sends their gradient estimate to the global platforms individually[11]

ADDIN CSL_CITATION {"citationItems":[{"id":"ITEM-1","itemData":{"DOI":"10.4018/978-1-7998-2414-5.ch003","ISBN":"9781799824145","author":[{"dropping-particle":"","family":"Kumar","given":"Vinod","non-dropping-particle":"","parse-names":false,"suffix":""},{"dropping-particle":"","family":"Lalotra","given":"Gotam Singh","non-dropping-particle":"","parse-names":false,"suffix":""}],"id":"ITEM-1","issued":{"date-parts":[["2020"]]},"page":"45-55","title":"Blockchain-Enabled Secure Internet of Things","type":"article-journal"},"uris":["http://www.mendeley.com/documents/?uuid=fb2b7ad6-0449-4965-ae4b-4a2e568811ab"]}],"mendeley":{"formattedCitation":"[12]","plainTextFormattedCitation":"[12]","previouslyFormattedCitation":"[12]"},"properties":{"noteIndex":0},"schema":"https://github.com/citation-style-language/schema/raw/master/csl-citation.json"}[12]

ADDIN CSL_CITATION {"citationItems":[{"id":"ITEM-1","itemData":{"DOI":"10.4018/978-1-7998-2414-5.ch009","ISBN":"9781799824145","author":[{"dropping-particle":"","family":"Pizzuto","given":"Thomas","non-dropping-particle":"","parse-names":false,"suffix":""}],"id":"ITEM-1","issued":{"date-parts":[["2019"]]},"page":"140-151","title":"Blockchain Technology Primer","type":"article-journal"},"uris":["http://www.mendeley.com/documents/?uuid=10a9319b-248b-4e38-8cd9-a3020f696be0"]}],"mendeley":{"formattedCitation":"[13]","plainTextFormattedCitation":"[13]","previouslyFormattedCitation":"[13]"},"properties":{"noteIndex":0},"schema":"https://github.com/citation-style-language/schema/raw/master/csl-citation.json"}[13]

ADDIN CSL_CITATION {"citationItems":[{"id":"ITEM-1","itemData":{"DOI":"10.4018/978-1-7998-3979-8.ch008","ISBN":"9781799839798","id":"ITEM-1","issued":{"date-parts":[["2020"]]},"page":"234-263","title":"Blockchain as an Enabler for Zero-Trust Architectures","type":"article-journal"},"uris":["http://www.mendeley.com/documents/?uuid=b251a841-b7f7-48bb-ba8e-d2efb6c70567"]}],"mendeley":{"formattedCitation":"[14]","plainTextFormattedCitation":"[14]","previouslyFormattedCitation":"[14]"},"properties":{"noteIndex":0},"schema":"https://github.com/citation-style-language/schema/raw/master/csl-citation.json"}[14]

ADDIN CSL_CITATION {"citationItems":[{"id":"ITEM-1","itemData":{"DOI":"10.4018/978-1-7998-2414-5.ch004","ISBN":"9781799824145","abstract":"The Internet of Things (IoT) has become a guiding technology behind automation and smart computing. One of the major concerns with the IoT systems is the lack of privacy and security preserving schemes for controlling access and ensuring the security of the data. A majority of security issues arise because of the centralized architecture of IoT systems. Another concern is the lack of proper authentication and access control schemes to moderate access to information generated by the IoT devices. So the question that arises is how to ensure the identity of the equipment or the communicating node. The answer to secure operations in a trustless environment brings us to the decentralized solution of Blockchain. A lot of research has been going on in the area of convergence of IoT and Blockchain, and it has resulted in some remarkable progress in addressing some of the significant issues in the IoT arena. This work reviews the challenges and threats in the IoT environment and how integration with Blockchain can resolve some of them.","author":[{"dropping-particle":"","family":"K.","given":"Sreelakshmi K.","non-dropping-particle":"","parse-names":false,"suffix":""},{"dropping-particle":"","family":"Bhatia","given":"Ashutosh","non-dropping-particle":"","parse-names":false,"suffix":""},{"dropping-particle":"","family":"Agrawal","given":"Ankit","non-dropping-particle":"","parse-names":false,"suffix":""}],"id":"ITEM-1","issued":{"date-parts":[["2020"]]},"page":"56-83","title":"Securing IoT Applications Using Blockchain","type":"article-journal"},"uris":["http://www.mendeley.com/documents/?uuid=5747d260-f77c-4611-8f8c-2b80e0d18ce2"]}],"mendeley":{"formattedCitation":"[15]","plainTextFormattedCitation":"[15]","previouslyFormattedCitation":"[15]"},"properties":{"noteIndex":0},"schema":"https://github.com/citation-style-language/schema/raw/master/csl-citation.json"}[15]. Hence, there will be no need to apply cryptographic security. Instead, the injection attack might be a matter of worry. We will see later.

3   Federated Setting

The participating devices needs to follow certain protocols in a federated setting. A repository is needed in all the devices to store the locally collected data. Training of a module needs maximum amount of data. So, the first requirement for a FL device is to have a large number of entries in its repository. This is known as example store. Every time a FL runtime is called, it accesses the example store. The FL server can call the FL runtime any time for model quality evaluation or model update.

An IoT application configure the FL runtime by providing an FL population name and registering its example store. The FL runtime, after having a handful population, contacts the FL server about its availability to run the task. It is up to the server either to provide an available task or to schedule a task in future. The FL runtime of a particular device receives the FL plan only after it has been selected by the FL server. The device can then query the example store for data requested by the plan. After getting the required data, it can compute model update and metrics. After successful execution of an FL plan, the FL runtime reports the updates to the server. The FL runtime also cleans up the temporary resources after each successful model update. The architecture of a device in a federated setting is illustrated in figure 1.
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Figure 1: Architecture of a device in a federated setting

The federated learning protocol includes devices and FL server. The devices takes care of FL population and the FL server works on FL task. The development of learning in a federated setting is three-fold. In the first phase, devices connect with FL server as and when they are ready to take an FL task. An FL task is a specific computation for an FL population, such as training to be performed with given hyper parameters, or evaluation of trained models on local device data. The FL population may be of tens of thousands of devices. At a given time, the server selects only a few hundred in order to conduct a smooth operation. These devices need to be connected to the server for the whole duration. Plan, data structure, and other instructions are then send to the participating devices. In the second phase, based on the global parameter and device’s own dataset, the devices performs its local computation. In the third phase, devices sends the update to the server at each FL checkpoint. These updates are incorporated by the server each time received from a device.
4   Connection Establishment
A federated setting for an IoT device maintains two actors, one database, and two states. The actors are device and server, the database is persistent storage, and the states are rejection and device or network failure. Every device open a bidirectional stream with the server when they meet all the eligibility criteria such as battery and network/data availability. The server selects some of the connected devices for the learning based on certain goal. Other devices are instructed to participate later in some other learning process. After device selection, the server sends FL plan and checkpoints to each participating devices. The global model is also sent to all the participating devices. The server, at the time of receiving the updates needs an aggregation mechanism. The server can opt a simple and secure aggregation. The server performs a federated averaging on the received updates and also instruct the devices to reconnect.

The success of one round depends on the received updates from enough number of participating devices. If the number of received updates are below threshold, the update will be aborted. In the federated setting the lost communications are simply ignored. The communication can be lost by any of the two reason; either by rejection or by network failure. The FL provides flexible time window for devices to respond in two separate phases, i.e. selection and reporting. In the selection phase, participating device count should reach a minimum threshold before proceeding further. So the server wait for it till the timeout occur. This will not be same for all the round. Hence, the server provides a flexible time window here. Same is the case in reporting phase, until a minimum reports are not generated the server have to wait.
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Figure 2: Federated Learning architecture

It happens many a time that the participating devices in an FL learning are very low or very high. In the case of low participation, the mechanism should ensure the participation of as maximum devices as possible. The simultaneous connection of the devices with the server is necessary for the rate of task progress. To ensure security of the aggregation protocol, it is recommended not to allow any device to drop and no reconnection of devices if any drop happens. In the case of large participation, the check-in should be randomized. The connection of devices should be monitored as per the need. The “thundering herd” problem also needs to be taken care of. The mechanism should allow only a limited number of devices so that no devices have to wait for the participation. It should also be taken care of that same device should not be connected again and again. Similarly, it may happen that some devices find no chance to participate.

Figure 2 illustrates the complete process of aggregated global model update in a federated setting. Many devices contacts the FL server for the participation in learning. However, the FL server selects only a few depends on some requirement. The devices not selected for current learning process are told to connect again in some other point of time. Model and configurations are sent to the selected devices. These devices will go an on-device training. After successful training, the devices will produce there independent update module. The aggregation server will then perform an aggregation on the received individual update modules and formulate a global update module. This global update module will then be forwarded to all the devices active in the IoT environment.
5   Actor Programming Model
Actors can serve many purpose in the distributed learning paradigm. They enable concurrent processing by massage passing. A set of actors handles specific event. The same set can be used many time as per scalable condition. An agent is programmed to response to a message, to make local decision, to send message to other actors, and to create more actors as per need. Dynamic resource management and load balancing can be handle with the proper placement of agents for a specific FL task. The four main actors of the architecture are Coordinator, Master Aggregator, Aggregator, and Selector. The complete process is illustrated in figure 3.
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Figure 3: Different actors in a federated setting

Coordinator agent coordinates with the global platform. Multiple actors take care of different FL population inside an IoT application. Although all other actors can access the FL population, an FL population can only be managed by the registered actor. The coordinator instruct the selectors about the maximum number of participants allowed. It then create a master aggregator to perform the aggregation task. Master aggregator agent manages the rounds of each FL task. If the number of devices are more, the master aggregator can create more aggregators under it.

Selector agents are instructed from coordinator about the number of devices allowed for an FL task. It then selects only the required number of devices from the pool of available devices on the basis of some mechanism. The participation of every device should be taken care of. No device should leave unattained and no device should overload. The devices are connected with the selector agent only. There will be no direct communication between a coordinator agent and a device. Hence, the device selection will always be independent from the coordinator and aggregator agent.

6   Challenges in FL
Many applications leak the data of their users for financial gain. Exchange of user’s data is also practiced by some applications mutually. The law enforcement agencies have already made many laws against this malpractice. Although many of the companies have been punished for private data leakage, yet data sharing among companies is not stopped completely. Laws to imposed strict controls on data collection and transections have been made in many countries. China’s Cyber Security Law and the General Provisions of Civil Law is implemented in China in 2017. In 2018, the European Union (EU) adopted General Data Protection Regulation (GDPR). California Consumers Privacy Act (CCPA) is enacted in the state of California, U.S. recently[16]
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In an IoT environment, where the huge amount of data is generated continuously, safe storage is main issue. The only place where the data is most secure is within the application itself. This gives rise to the processing of data at the edge of the application only. FL also advocates almost same methodology. Hence the suitability of FL in an IoT environment can be considered higher than any other learning mechanism. Some challenges yet exists in the implementation of FL in an IoT environment. The research community of computer science already presented many variations in the field of automated learning. Some of them are, privacy-preserving ML, privacy-preserving DL, collaborative ML, collaborative DL, distributive ML, distributive DL, federated optimization, and privacy preserving data analytics[19][20]

ADDIN CSL_CITATION {"citationItems":[{"id":"ITEM-1","itemData":{"DOI":"10.4018/978-1-5225-7847-5.ch005","ISBN":"9781522578475","abstract":"\"This book provides businesses and organizations with a clear understanding of what security education is, the elements required to achieve it, and how to instill good security behavior and compliance. The chapters draw upon both theoretical principles and practical experience in order to consider what must be done and how to achieve it\"-- Understanding cybersecurity principles and practices is vital to all users of IT systems and services, and is particularly relevant in an organizational setting where the lack of security awareness and compliance amongst staff is the root cause of many incidents and breaches. If these are to be addressed, there needs to be adequate support and provision for related training and education in order to ensure that staff know what is expected of them and have the necessary skills to follow through. Cybersecurity Education for Awareness and Compliance explores frameworks and models for teaching cybersecurity literacy in order to deliver effective training and compliance to organizational staff so that they have a clear understanding of what security education is, the elements required to achieve it, and the means by which to link it to the wider goal of good security behavior. Split across four thematic sections (considering the needs of users, organizations, academia, and the profession, respectively), the chapters will collectively identify and address the multiple perspectives from which action is required. This book is ideally designed for IT consultants and specialist staff including chief information security officers, managers, trainers, and organizations. Role of cybersecurity certifications / Adrian Davis, Sunderland, United Kingdom -- Promoting cybersecurity compliance / Mark Harris, Augusta University, United States, Ronald Martin, Augusta University, United States -- Achieving a security culture / Adele Da Veiga, University of South Africa, South Africa -- Cyber security skills : evolution of cyber security skills culminating in the IISP skills framework / Peter FISCHER, IISP, United Kingdom -- Ensuring core competencies for cybersecurity specialists / Gurpreet Dhillon, UNC Greensboro, United States, Kane Smith, UNC Greensboro, United States, Karin Hedström, Örebro University, Sweden -- A collaborative cybersecurity education programme / Thomas Schaberreiter, University of Vienna, Austria, Teemu Tokola, University of Oulu, Finland, Gerald Quirchmayr, University of Vienna, Austria, Ludwig Englbrecht, Universit…","author":[{"dropping-particle":"","family":"Veiga","given":"Adéle","non-dropping-particle":"Da","parse-names":false,"suffix":""}],"id":"ITEM-1","issued":{"date-parts":[["2019"]]},"page":"72-100","title":"Achieving a Security Culture","type":"article-journal"},"uris":["http://www.mendeley.com/documents/?uuid=c8b6656b-727e-4775-869d-b7e41842944f"]}],"mendeley":{"formattedCitation":"[21]","plainTextFormattedCitation":"[21]","previouslyFormattedCitation":"[21]"},"properties":{"noteIndex":0},"schema":"https://github.com/citation-style-language/schema/raw/master/csl-citation.json"}[21][22][23]. Distributed machine learning system is depicted in figure 4.
6.1   Inability to inspect training data
The global update in FL is not based on the received data from the participating application. So, FL cannot choose the parameters to train the model by itself. The parameter selection for training a model will remain be local. This may lead to different parameter selection by different applications. At the time, when the global update cumulates all the local updates, this will cause a big problem. Modelling a deep neural network (DNN) is not suitable in this scenario.
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Figure 4: Illustration of a distributed machine learning system.
6.2   Participation of big players
The data generated by every participating applications are not same in size. One application may generate thousands of data while other may generate billions of data. Similarly, data points are also varying for different applications[24]. The trained model by using large dataset will produce more accurate model than by using the small dataset. This leads to an unfair situation while distributing the global model update to all the participating applications in equal proportion. Fairly, the big players should get more access or the early access to the global update.
6.3   Cheating behavior
Honesty is the best policy. However, the honesty of every participating application cannot guaranteed. Unlawful activities might be performed by one or more participating applications to get more access of the global update. Some of the bad practices are producing dummy data and report false training result. 
6.4   Communication failure
In vertical federated learning (VFL), nodes are connected in a serial manner. The updates of the next application depends on the updates from the previous application. Unlike in HFL, any communication loss in one application can affect all further updates. The architecture of vertical federated learning is depicted in figure 5.
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Figure 5: Vertical federated learning architecture.
6.5   Low participation
In horizontal federated learning (HFL), nodes are communicated in parallel manner. At some time, connections of multiple nodes might be broken. These nodes will not be able to send their gradient estimate to the global platform. The global modal update will be unfair for all the participating applications in this case. The architecture of horizontal federated learning is depicted in figure 6.
7   Threats and possible countermeasure
Unlike ML, in FL, an IoT application need not to worry about the security of its data. Data generated by an application will be in its own periphery only. The only vulnerability in this case in fraudulent modal update[25]. A malicious application may inject a poisonous modal update. This will harm the ecosystem in several ways. Some of the possibilities are discussed below.
7.1   Poisoning attack
The nodes in a federated setting are segregated in three forms, honest nodes, semi-honest nodes, and malicious nodes. Malicious nodes train their model in such a way that can harm the ecosystem. This is known as the poisoning attack in a federated setting. Trusted execution environment (TEE) is seen as one of the possible solution. In a trusted environment, only authenticated actors can participate. Before sending any model update, it will be necessary for the application to get themselves registered into the global update team.
[image: image6.png]Coordinator

Participant 2




Figure 6: Horizontal federated learning architecture.
7.2   Backdoor attack
Model replacement is a technique used by some of the malicious players in an environment to replace the received model from previous player to some other ill-fitted model. The methodology used in this type of update is blockchain where all the players are connected in a linked list fashion. The global update is the resultant of the cumulative action taken on different local updates. The attack in this arrangement is known as backdoor attack[26]. Some mechanisms are used to guard the learning environment are defensive distillation and adversarial training regularization.
7.3   Equation-solving attack
The malicious node train its model with a particular equation. After the global update, the equation can be solved by the malicious node to gain some useful information about all the trained models or their data. This is known as the equation-solving attack in a federated setting. Suppose there is a node X reside somewhere in the chained environment, when the model update request reaches this node, it injects its own modified set of requests. All the nodes after this node X will assume this modified set of requests as originally sent by the controlling authority and they updates this model cumulatively. In return, when the global model reaches this node X, it can respond to the requests (injected earlier by itself) to gain the access. Theoretically, for an N-dimensional linear model, an adversary can steal it with (N+1) queries. Such a problem can be formalized as solving € from (x, h€(x)). To defend against the equation-solving attack, a secure two-party computation approach for vertical federated linear regression and classiﬁcation is proposed by introducing the concept of k-secure.
7.4   Extreme poisoning attack
In order to compute the average of a group of gradients, a coordinator is required. In a secure system, this coordinator is assumed not to see the individual gradients of the participants. In some cases, the coordinator may inject a malicious model by itself and circulate the update to all the participants. This can even harm the whole working environment. This is called extreme poisoning attack. Bonawitz et al. [2016] proposes “trimmed mean,” where the gradients are trimmed coordinate-wisely to prevent extreme poisoning adversary[2].
8   Conclusion
In a federated setting, the devices are not asked to share their data. Devices perform all the desired computation on their own. Only an aggregate value or gradient estimate is sent to the aggregator. The communication between the device and the aggregator agent is the first point of connect where the security is needed. Although devices never share the data, the adversary may find some suitable pattern from the received gradient estimate to guess the original values. The secure multi party computation protocol is used to secure the update from individual devices by hiding them from server. The malicious agent from server side can get some idea from individual update. Hence, there is a mechanism of minimum number of received updates. If the number crosses this minimum then only can a server see the cumulative sums. The selector agent at the device side can also get some insights of the device while selecting them. Hence, an encryption is also needed to secure the update within the device itself. The devices need to run the secure aggregation protocol at the time of reporting only so that the updates from then can be protected if they get selected for the learning process. The protocol also need to be robust in the case of devices dropping out more frequently[27]. 

The authors discussed a distributed learning opportunity for the resource constrained and highly distributed IoT applications. The earlier technique for learning was centralized. The centralized learning is not suitable for an IoT application. There are two main issues, first is data protection, and second is heterogeneity. To protect the user’s data, the concept of federated learning emerges. Federated learning is applied on the participating devices only. Hence, the devices need not to share their data to anywhere. Also, two type of federated learning have been discussed, parallel and serial. In horizontal federated learning, the devices send the model updates in parallel while in vertical federated learning, the devices perform the model update by using the updated models of their counterparts. At last, the authors discussed the challenges and threats in the way to successfully implement federated learning in an IoT application. Countermeasures to these threats is theoretical and need to be formulated in future.
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